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Abstract. iCOACH is a two-pass iterative circuit optimizer which generates a polycell-based 
layout from a gate level description file and user-defined timing constraints. The first pass is 
to generate, place and route the cells and extract the interconnection parameters. The second 
pass optimizes the circuit at the transistor level and makes necessary layout adjustments 
including pitch-matchings. Although iCOACH has the layout style similar to the polycell 
approach, it is distinct in two important aspects. First, iCOACH does not rely on any fixed 
cell library. Instead iCOACH generated customized cells by invoking the circuit optimizer 
and performs the transistor-level optimization for both static and dynamic CMOS circuits 
and their layouts under realistic constraints. Secondly, although the cells in the same row are 
required to have the same height, different rows can have different heights to make circuit 
more compact. Dynamic circuits are used with a careful treatment on reliability issues related 
to charge sharing and noise margin, which has not been treated rigorously in the previous 
literature. An area-efficient polycell layout style is also introduced for dynamic CMOS 
circuits. A 4-bit ALU and a 32-bit adder examples are presented to demonstrate the 
capability of iCOACH. 
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1. In t roduct ion  

As the func t iona l i ty  and  complex i ty  of  in tegra ted  circuits  increase,  sophist i -  
ca ted  C A D  tools b e c o m e  ind ispensab le  in r educ ing  the cons ide rab le  design t ime 
and  cost. M a n y  design a u t o m a t i o n  tools like M I N I  [1] and  E S P R E S S O  [2] have  
been  used successful ly for  the two-level  logic min imiza t ion  a p p r o p r i a t e  for  
P LA-ba se d  implementa t ion .  O the r  tools like MIS  [3], LSS [4], and  S O C R A T E S  
[5] have been  i n t roduced  for mult i level  logic min imiza t ion .  T h e  min imized  logic 
symbols  can  then  be m a p p e d  to target  t echno logy  th rough  a var ie ty  of  gate ar rays  
or  s t anda rd  cells. S tandard  cell l ibraries have  been  used in the synthesis  process  
the reby  freeing the synthesis  sys tem f rom the detai ls  of  cell layout .  However ,  in 
the s tandard-ce l l  based system, the size of  the cell l ib rary  have  of ten  caused  
da t abase  m a n a g e m e n t  problems.  Also, the useful  life of  a pa r t i cu la r  l ib rary  is 
relat ively short ,  as d ic ta ted  by  the l i fe t ime of  the t echno logy  e m p l o y e d  [6]. T h e  
p reva len t  use of  complex  gates like AOI  and  OAI  fu r the r  compl ica tes  the l ibrary  
issue. As me n t ioned  in [7], when  an individual  gate  is cons t r a ined  to have  at  mos t  
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s transistors from its output to ground and p transistors from its output to power 
supply, as many as 3,503 different complex gates can be configured even for 
(s, p) = (4, 4) gates. This number dramatically increases to 425,803 for (s, p) = 
(5, 5) and 154,793,519 for (s, p) = (6, 6). Moreover, most standard-cell libraries 
are not well suited for changing parameters to meet the special performance 
requirement, although the fie.rib& cell concept has been known for some time. 
Therefore, most standard cell libraries would contain multiple versions of some 
cells with different driving powers. 

These major deficiencies can be overcome by an adaptive cell generator 
approach. Instead of using the predefined cells, the cell generator dynamically 
generates cells for each job oll the fly according to their circumstantial situation 
such as fan-in, fan-out, and input signal slew rate. Advantages of this approach 
include the ability to take logic circuits directly, without molding them into 
predefined patterns or manually adding custom cells. Furthermore, this approach 
can efficiently handle individual sizing of transistors, ranging from the minimum 
size to the maximum size. 

Although the adaptive cell generator is more flexible in accommodating 
different sizes of transistors, it is not a simple task to determine the appropriate 
transistor sizes from the logic diagram and gate symbols. A sheer increase in 
transistor size does not always guarantee the decrease in delay time. Also, any 
dramatic increase in area is not justified when the speed improvement is only 
marginal. Moreover, important circuit reliability issues which have been neglected 
in the past need to be addressed. 

This paper presents a rigorous system for optimizing the chip speed/area ratio. 
Section 2 presents an overall view of the iCOACH system. It should be noted that 
individual system modules such as the placement and routing tool, the critical 
path finder and others need not be hard bound and can be replaced with custom 
tools. Section 3 discusses the problem formulation and Section 4 discusses the 
delay-area tradeoff from the sensitivity point of view. Section 5 and 6 deal with 
the critical path identification and the timing allocation scheme. Sections 7 
through 9 present our optimization method using circuit examples. Section 10 
presents a unique folding layout style for dynamic CMOS complex gates. A 4-bit 
ALU and a 32-bit adder example are shown in Section 11 to demonstrate the 
capability of the iCOACH system. Finally a conclusion is drawn in Section 12. 

2. The system structure 

Figure 1 shows the structure of iCOACH. Given a functional description in the 
form of gate level representation and the user-defined timing constraint, iCOACH 
synthesizes a circuit which meets the timing constraints with a minimum active 
area. The specified gate representation is assumed already optimized by using 
logic minimization tools. A gate level description file for the 4-bit block carry 
look ahead (BCLA) adder is shown in Fig. 2. 
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Circuit Description 
File 

Parser 

Chip Layout I 

Extraction 

Critical Path I 
Analysis 1 st Pass 

Fig. 1. System overview. 

Upon reading the circuit description file, the circuits and leaf cells are 
generated with default/minimum transistor sizes ]. The placement tool Timber 
Wolf [9] and the routing tool YACR2 [10] are next executed to generate the 

G .A04432 G3 G2 GI GO P1 G3 G2 G1 P2 G3 G2 G3 P3 
P .OR P3 P2 PI P0 

C(N+Z)B .AO4432 G2 GI GO CNB P0 G2 GI GO PI G2 G1 G2 P2 
C(N+Y)B .A0332 GI GO CNB P0.GI GO G1 P1 
C(N+X)B .A022 GO CNB GO PO 
CNB .INV CN 

C(N+Z) .INV C(N+Z)B 
C(N+Y) .INV C(N+Y)B 
C(N+X) .INV C(N+X)B 

Fig. 2. Input file for block carry look ahead (BLCA) circuit. 

i For instance, 4 itm for n-channel transistors and 8 p,m for p-channel transistors in the 3 ttm 
technology case. 
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layout 2. The reason to have the physical design at this early stage is to extract the 
interconnect parasitics, in particular capacitances, for electrical optimization. The 
whole circuit is then analyzed with PERT technique [11] for critical path 
identification. The circuit optimizer is next invoked to perform electrical optimi- 
zation starting from the cells in the critical path and followed by backtracking to 
other paths. After the electrical optimization, cell heights in each row are matched 
to the highest cell in that particular row. However, different rows may have 
different heights. Note that the relative cell locations as well as intra-cell 
connections are not altered during the electrical optimization. Therefore, the 
placement and the routing are only performed once before the electrical optimiza- 
tion. 

3. Formulation of constrained circuit optimization problem 

An often-discussed performance measure of a technology is the product of 
power dissipation and propagation delay of a typical gate. This product is 
regarded important because it represents the dissipated energy per  switching 
operation [12-14]. However, once a technology is chosen, it becomes a major 
design goal to maximize on-chip functional events per unit time [8]. Since the 
throughpu t is proportional to both the chip speed and the packing density, which 
are inversely proportional to the delay and the area, we set the goal as to 
minimize the delay-area product with a realistic set of physical constraints on 
noise margins, charge sharing and minimum dimensions allowed by the technol- 
ogy. The circuit optimization problem can then be restated as follows: 

minimize(td(W ) >( A(W)) (1) 

subject to 

Wmi n ~  W ~  mmax, 

td(W)<~T, 

BR(min) ~ fiR ~/~R(max)" 

where W =  (w 1, w 2 . . . .  , w,) is the transistor size vector and Wmi n is the minimum 
channel width imposed by the target technology, td(W) is the critical path delay 
time which should be less than the timing constraint T. A(W) is the total chip 
area and the beta ratio fiR = flJflp, defines a proper operation range for reliabil- 
i ty issues such as noise margin and charge sharing, where fln.p is the n- or p-device 
transconductance parameter, respectively. Although the transistor size variables 
include the channel length L, channel width W and drain/source length, all these 
variables other than transistor widths are dictated by the process technology, and 
therefore we concentrate on the user-specifiable variables, i.e., the channel width 
vector W. 

2 Other placement and routing tools can be adopted in lieu of TimberWolf and YACR2. 
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3.1. Noise margin constraint 

Proper noise margins are important for both static and dynamic CMOS 
circuits. Normally, noise margins are set to be at least 25% of VDD [15]• In 
general, noise margins are different in high and low logic states; they are 
NMtt = V o u - V  m and NM e = Vie-VOL, where subscripts O and I denote 
output and input signals, whereas H and L denote high and low logic signal 
levels• To ensure proper noise margins, the beta ratio of the inverter buffer should 
be adjusted within the upper and lower bounds. The upper bound, fiR(max) is 
calculated by the following two equations [16,17]. 

V1L 2V°ut- VDD -{- VTp -[- flR(max)VTn 
= 1 + /~R(max) (2) 

/~R,max)(ViL-- VTn) 2 =  [2(VIL-- VDD-- VTp)(Vou t - VDD) -- (Vou t -- VDD) 2] 
(3) 

Similarly, the lower bound, /~R(min) can be also obtained from the following two 
equations 

~R(mi.) (2Vout q- VTn ) -'[- VDD "+" VTp 
VIII = 1 -]'- fiR(rain) ' 

flR(min)[2(VIH - VTn)  Vout - V02ut] = ( V I I  t - V D D - -  VTp) 2, 

(4) 

(5) 

where VTp, VTn are the threshold voltages of p- and n- channel devices of the 
inverter buffer, respectively. With the requirement of 0.25VDo for noise margin, 
fig is bounded by 0.1 and 10 for VTn = [VTp [ = 1, and VDo = 5. 

CLK 

-{ x T-Lc' 

I I: • 2 

El 
1 

Fig. 3. Charge sharing phenomenon. 

m 
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3.2. Charge sharing constraint 

The other significant problem in dynamic circuits is the charge sharing prob- 
lem. This phenomenon is elaborated in Fig. 3. 

The capacitance C 1 is charged up to the power supply voltage VDD and stores a 
total charge of VDD × C 1 during the precharge phase. During the evaluation 
phase, a path to C z may be on while the circuit output  is still evaluated low. The 
charge originally stored in C 1 can be coupled to C 2. When the charge equilibrium 
is reached, the voltage at node X becomes 

VDD × C1 
Vx = C, + C 2 (6) 

This charge redistribution may cause the voltage at node X to drop below the 
logic threshoM voltage and erroneously flip the output  state to high when it should 
be low. The logic threshoM voltage Vin v can be expressed as [17] 

VDD + VTp + VT. 
Viinv-~ 1 +  flfffR-R (7) 

Vi, v is the pivot voltage for the output  to flip the state. For the circuit to operate 
properly after charge redistribution, the voltage V x must maintain its level at 

VDD + VTp + 
Vx>Vinv = 1 +  f l~-  R (8) 

Therefore, for the circuit not to suffer from the charge sharing problem, the 
following condition should hold: 

> VDD + VT -- Vx 
V x _  VT n (9)  

f i r  as a function of V x for VT, = ]VTp [ = 1 is depicted in Fig. 4. 

30- 

20- 

I0- 

O- 

-10 

[3R VS. V x 

' I ' I ' I 

2 4 6 

Vx 

Fig. 4. fir vs. internal voltage. 
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As the node voltage V x at node X gets smaller, f i r  has to be increased 
dramatically to prevent the false state. In the extreme case, V x may drop to the 
threshold voltage Vx, and the output will inevitably flip state erroneously no 
matter  how big fiR is made. 

4. Critical path identification and timing allocation 

4.1. Critical path identification 

A topological representation of a 4-bit A L U  circuit is shown in Fig. 5 with 
nodes representing gates and arcs representing connections between gates. The 
node number  indicates the topological number  of the gate. The critical paths of 
the circuit initially with default transistor sizes can be identified with PERT(Per-  
formance Evaluation and Review Technique) [11] and are shown in bold lines. 
Critical Path I: 9 ~ 11 ~ 28 --* 29 -~ 30 
Critical Path II: 13 ~ 16 ~ 28 --* 29 ~ 30 

One of the critical paths, which has the longest delay time, is picked up as the 
primal ,  critical path. If Path I is chosen to be the pr imary Critical path and is 

Fig. 5. Topological ordering graph for 4-bit ALU. 
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bound to the timing constraint tsp¢¢, the following inequality constraint must be 
satisfied: 

t d = t 9 dr tll + t28 -1- t29 dr t30 ~ tsp~c = T (10) 

The notation Pc(s, t) is used to represent a portion of a critical path starting 
from vertex s and ending at vertex t and P(s, t) represents a portion of any path 
other than the critical one. If s is the primary input (PI) and t is the primary 
output (PO), Pc(s, t) is the complete critical path and is abbreviated as Pc- For 
the graphical representation in Fig. 5, Pc(ll ,  30) represents the path Vll ~ V28 --> 
V29 ~ 1130, and P ( l l ,  30) can be either Val ---> ~26 ~ V27 "'> ~30 o r  VII .-.--> g12 ~ V25 
---> V30. From the definition of a critical path, the following two relations should 
hold: 

E tdi = tmax (11) 
oi E P c 

Z tdi dr/slack(i) = E tdi, (12) 
vi~P(s,t) vi~Pc(s,t) 

where v,. is the ith vertex, tdi is its delay time, and ts~ack(~) is the associated slack 
time. Since the slack time ts~.~ckt~ ) >1 0, the following inequality is also true: 

X tdi <~ E tdi" (13) 
vi~P(s,t) v~Pc(s,t) 

This relation is useful to find the timing constraints for paths other than the 
critical ones and will be applied to the timing allocation scheme in the next 
section. 

4.2. Gate-based optimization 

To have a global optimal solution efficiently, all the variables in a circuit 
should be optimized simultaneously. However, since the total number of design 
variables is proportional to the gate or transistor counts in the circuit, such a 
global optimization approach is practical only for small circuits and is prohibi- 
tively expensive for big circuits with several hundreds or larger number of design 
variables. More discussion on optimization approaches will be presented in 
Section 5. In the case of polycell-based layout, extraordinarily large transistor 
widths can cause a significant consumption of silicon area when all cells are 
assembled together and should be avoided whenever possible; a large transistor 
has to be either split into smaller ones in parallel which increases the horizontal 
cell width and the layout complexity or other cells in the same row have to be 
stretched to match the largest transistor height. 

In order to manage all the requirements of large circuit, good performance and 
compact layout, we propose a gate-based optimization scheme followed by a 
dynamic silicon resources adjustment for better performance and area tradeoff. 
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The algorithm reads as 

for (i=l;i<=k;++i) { 
optimize objective function 

} 

silicon resource adjustment; 

F(i); 

where k is the number of gates in a circuit and F(i) is the objective function for 
the gate i. The gate-based optimization scheme makes the complexity of the 
optimization algorithm linear to the number of gates and therefore is able to 
handle large circuits. The dynamic adjustment scheme makes good balance 
between performance and silicon resources and therefore guarantees the layout 
quality while meeting the timing constraint. 

4.3. Sensitivity and timhzg allocation scheme 

In order to perform gate-based optimization, each gate needs its own timing 
constraint or budget. The total timing budget is allocated to individual gates 
according to 
• Complexity of the gate, and 
• Improvement factor of the gate. 

The complexity of a gate is associated with fan-in count, fat~-ottt cottnt and 
number of transistors ht series, i.e., s and p in Section 1. The hnprovement factor 
(IF), denoted by ~" is its capability to get speed improvement with the increase in 
transistor size and is proportional to its sensitivity of the delay time with respect 
to the transistor size. 

Given a cell design, the cell delay time can be expressed qualitatively as an 
exponential function of its active area A. 

t d = a 1 e -b~A 

where a 1 and bl are positive constants. The differential or small change sensitiv- 
ity of the delay time with respect to the area, denoted as S~ is shown as 

Therefore, the sensitivity S.~ 3 is also an exponential function of A and represents 
a monotonically decaying behavior. The delay sensitivity of a cell is usually large 
when the delay time is big, which corresponds to the case wherein transistor sizes 
or the area are small. As the sizes keep increasing and the delay time is brought 
down, it becomes more difficult to improve the performance, which means the 
sensitivity S becomes smaller. When the sensitivity S falls below a critical value 
S c, it is not worthwhile to push performance any further by increasing the silicon 

3 Unless otherwise stated, the superscript and the subscript will be dropped from now on for 
simplicity. 
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area, since the drastic increase in area is not justified by the small improvement in 
performance. 

From the electrical optimization point of view, a gate with larger S will have 
more potential to improve the whole circuit performance for the given amount of 
silicon resources. For a gate with small S, even a marginal improvement in delay 
performance will cost large silicon area. We therefore define the improvement 
factor (IF) to be 

IF,  = = a t ,  _ _ _ S t  a A  (14)  
ti ti 

With the same amount of area increase for each cell, the new delay time for the 
ith cell in the critical path will become t~ × (1 - ~'t) and the critical path delay will 
be t u = Y.it; x (1 - ~'g). If the total delay time is greater than the timing constraint, 
the total timing budget will be allocated to individual gates according to the 
following equation 

t , (1 
, (15) talloc = lspe¢ X IN 

i where tsp ~ is the timing constraint and t~no~ is the timing specification allocated 
to the ith cell. This timing allocation equation is applied to the critical-path first 
and then to other paths iteratively with the path reduction equation of eqn. (13) 
until every cell is assigned a proper timing budget. The timing allocation 
algorithm is summarized as follows: 

TimeAlloe( ) /* timing allocation */ 
{ 

{ 

} 

Critical Path Identification(PERT); 
TimingSlice eqn. (15); 
while (not every cell has its own timing 

Path Reduction eqn. (13) 
constraint; 
TimingSlice of eqn. (15); 

constraint) 

to find sub- 

After every cell is allocated a timing constraint tg, the optimization problem of 
eqn. (1) can be restated as 

minimize(ta,(W ) ×At(W)) (16) 

subject to 

td, ( w )  < 

•R(min) ~ J~R ~ fiR(max)" 

where Ai(W ) is the area of the cell i. 
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5. Optimization scheme 

5.1. Previous approaches 

There are basically two techniques in solving constrained optimization prob- 
lems. One is the incremental method [19,20], in which every design parameter is 
optimized with pre-defined step until the timing specification is met. This 
procedure is time consuming and often the optimal solution is not guaranteed. 
The second approach is by applying the classical augmented Lagrangian multi- 
plier method [21-23]. While this method is more widely used than the incremen- 
tal method, it has some restrictions. Because this method requires taking deriva- 
tives with respect to each design parameter, the cost function has to be well 
behaved or differentiable. To guarantee the differentiability of the delay function, 
polynomial cost functions have been formed based on RC delay models [14,23]. 
Unfortunately, the accuracy was sacrificed for simplicity and hence the subse- 
quent optimization process can produce inferior solutions. Furthermore such an 
approach is not well suited for handling important constraints on circuit reliabil- 
ity problems such as noise margins and charge sharing. 

5.2. Optim&ation using non-RC delay models 

Unlike the traditional approach using RC delay models, new analytical delay 
models are derived and used for both static and domino gates based on device 
parameters and I-V characteristics. The delay models have an accuracy of less 
than 10% error as compared to SPICE simulations. Due to space limitation, the 
delay models can not be elaborated here and readers are referred to [18,37]. The 
following optimization technique can also be used with other analytical models 
for CMOS gates, as long as the functions are continuous. 

The general two-phase method concept is applied to our optimization problem. 
In phase I, a feasible sohaion, which satisfies the timing specification and all 
other constraints but not necessarily optimal, is obtained. The phase II searches 
for the optimal solution within the feasible design space. The optimization 
flowchart is shown in Fig. 6. 

In phase I the cost function is simply set to be the delay time td, i.e., as long as 
the delay time becomes smaller than the previous value, the new set of design 
variables will be accepted. Phase I is continued until the delay t ime is brought 
down to within the timing specification tsvec. At this point, the feasible solution is 
found and the optimization process enters Phase II with the cost function 
switched to be the delay-area product. 

The central optimization method is Rosenbrock's rotating coordina t ing  scheme 
[25], which is a direct search method. Since the direct search me thod  requires only 
the ability to evaluate the function at any given point and requires no derivatives, 
it can be used for all continuous functions. Since the derivatives are not  required, 
the following advantages are obvious: 



II. Y. Chert, S.M. Kang / iCOA CH: C M O S  high-performance circuit optimization 197 

No 

P ~ I  

Timing Spec. tm~ 

Initial cInditions 

I I 

I For I I I 

:, Rosenbrock's 
Optimization • 

Process 

No 

Fig. 6. Optimization flowchart. 

• the cost function, as long as it's continuous, can be made general enough to 
account for all significant physical meanings and to use accurate delay models; 

• the cost function is not required to be differentiable whereas other approaches 
require a special treatment for nondifferentiable functions [26]; and 

• the technology update can be quickly achieved by easy change of the cost 
function. 

5.3. Transformation of hzdependent variables 

Both the channel width and j8 ratio in the optimization problem are bounded 
by the upper and lower limits and have the general form: 

l~ ~< x~ < u~ 

Since the unconstrained optimization problem is easier to solve, the following 
transformation technique is applied to the constraints so that the constrained 
problem can be converted into an unconstrained one with new variables: 

X i : ! i + ( t t  i - -  I i ) sm" 2xi, 
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where x,.' is a new variable to be optimized. It is important to note that such 
transformations do not introduce additional and essentially distinct local optima 
[18]. 

5.4. Rosenbrock's rotating scheme 

A straightforward method for the multivariable optimization problem is to try 
each variable in turn while all the others are kept constant, which is called the 
alternating variable method. The Rosenbrock's method [25] modifies this alternat- 
ing variable method in two ways to produce one of the most robust optimization 
methods. The first modification is to avoid the single variable optimization for 
each direction in turn. Instead, a predefined step length is taken in each direction 
and these step lengths are modified after each calculation. If a step is taken in the 
x-direction and a better result is obtained, this is considered as a good direction 
and the step length will be lengthened by a times for the next exploration in the 
x-direction. If a worse result is obtained, the step length will be shortened by fl 
times in the opposite direction for the next search in the x-direction. This 
procedure is followed as each of the variables is considered in turn. 

The second modification is to recognize tha t  the alternating variable method 
takes a large number of very small steps. To avoid this slowd0wfi, the Rosenbrock's 
method realigns the axes when a good followed by a bad result has been obtained 
in each of the n dimensions for the n-variable problem. The axes are reoriented 
so that the first axis is along the most successful overall direction, the second axis 
along the next most successful direction and so on. The most successful overall 
direction in some sense is equivalent to the steepest direction in the gradient 
optimization methods. The real question, however, is to decide when and how to 
change the axes. Based on experience, it is found that the most useful criterion is 
to change axes when a good followed (not necessarily immediately) by a bad 
result has been recorded in each of the n dimensions. The requirements of 
waiting for at least one success in each direction has the effect that no direction is 
lost. Since coordinates are allowed to rotate such that one of the axes points 
along the gradient direction, this scheme is able to follow sharp valleys in the 
topology of the objective function. This property makes the Rosenbrock's scheme 
very robust [27]. The axis rotation can be achieved by performing Gram-Schmidt 
orthogonalization process as stated below. 

Gram-Schmidt  Orthogonalization Process [28]. Given N linearly independent 
vectors el, e 2 , . . .  , e N ,  N orthonormal non-zero vectors ql, q2 . . . .  , qu can be 
constructed from them. The process is shown in the procedure: 

i--1 

u i = e i - -  ~ (qk,  ei)qk 
k=i 

II i 
q'= "lUll ' ( i=  1, 2 , . . . ,  N)  

Here (x, y )  is the inner product of x and y. 
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5. 5. Resource balance scheme 
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Although the individual timing budget is carefully allocated to each gate, well 
balanced usage of the silicon resource still can not be guaranteed without proper 
resource constraints and the post-optimization adjustments. 

5.5.1. Resource constrahzt scheme - local constrafllt 
During the optimization process, if the improvement factor of any individual 

cell is less than a critical value, a new set of variables will be searched for. If the 
timing budget of a cell can not be met, the excess amount of delay will be 
deducted from the timing budget of another cell in the path. This local constraint 
is to prevent extraordinarily large transistor sizes. 

5.5.2. Resource redistribution scheme - global constrahlt 
The global resource redistribution process is executed after the gate-based 

optimization to fix any big area skew. Beginning with the critical path, the 
process compares the largest and smallest transistor sizes in the path and confines 
the ratio by a user-specified limit, i.e., 

Largest transistor size 
Smallest transistor size ~ Upper limit 

If the above constraint is violated, the timing specification to those two cells will 
be reassigned. With this global area balancing scheme, extremely large transistors 
can be tuned down before layout. 

CLK , ~Mn ~ Mip 

by 

(a) (b) 

Fig. 7. (a) AND6 circuit implement with domino CMOS; (b) Tapered layout style for n-logic 
function. 
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6. Optimization examples 

First, a domino CMOS AND6 circuit, shown in Fig. 7(a), although rather 
simple, is presented to illustrate the optimization principle and the procedure. 

In this example, only W., W,.p and I~V~, are considered as the design variables to 
be optimized. The size of the precharge p-channel transistor is determined by the 
global clock rate. Although a uniform size IV, has been used for transistors in the 
logic evaluation tree, our optimization results already outperform the tapered 
layout style of Fig. 7(b) [29]. However, if desired, the tapering can also be applied 
for fine-tuning. This case will be elaborated in Section 6.2. The second example 
illustrate the optimization of a NORA one-bit full adder circuit in the latter part 
of Section 6.2. 

6.1. Minimization of the delay with area limit 

For the first example, with the area A in eqn. (1) set to unity, we can calculate 
the lowest achievable delay as long as the silicon area is not of major concern. 
The delay time is monotonically decreasing with channel width W, of the 
n-channel devices in the logic block up to about two thousand microns, which is 
too big for n o n - I / O  cells. Therefore, it is necessary to set a feasible upper bound 
for those n-channel devices in the logic block. On the other hand, it is unneces- 
sary to have a upper bound for Wt, since the delay tends to creep up beyond 
some point of diminishing return. Table 1 shows the results with three different 
initial conditions. They essentially converge to the same point. The upper limit 
for transistor size is set to 100 p,m in this case. 

6.2. M#limization of  the area with delay Bruit 

Table 2 shows the results with the delay specification imposed to the first 
circuit example. The first two rows show the result with 10 ns timing specification 
and the last two rows show the result with 8 ns specification. It can be noted that 
the last column SPICE delays are slightly bigger than the spec values due to the 
error of analytical delay models. This p rob lem is easily fixed by lowering the spec 
values with proper error margins. 

Table 1 
Best performance table - Minimum delay time 

Initial value Optimal value SPICE 

tV°(P "m) IV°. fir tV.(p.m) IV1. tVlp id Id 

4 4 0.5 100 4.0 80 6.83 7.2 
10 50 3 100 4.0 80 6.83 7.2 
10 30 5 100 4.0 80 6.83 7.2 
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Table 2 
Optimal solutions with specified delay time - Minimum silicon area 
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Initial value Optimal value SPICE 

Itl,°(I lm ) W° fir  spec.(ns) tV,(li m ) IVIn IVip I d 

4 4 0.5 10.0 40.27 4.18 43.8 10.7 
10 50 3 10.0 40.5 4.8 44.7 10.5 
4 4 0.5 8.0 66.22 4.0 59.16 8.7 

10 50 3 8.0 66.27 4.1 59.26 8.7 

Recently, Shoji [29] has introduced a transistor scaling technique to increase 
the speed of gates consisting of series combinations of transistors. The size of 
each transistor is scaled according to its position in the series structure when the 
following condition is met: 

N - 1  

where N is the number of series-connected transistors, Cao is the capacitance 
associated with the topmost transistor and C~c is the remaining capacitances 
contributed to the precharge node. C a = Cac + CaD is the total prech~irge node 
capacitance. This tapered siting style is shown in Fig. 7(b) for the AND6 
example. The following formula is used to determine the size of each transistor in 
the n-logic block. 

Wn(i ) = W,(3)[1 - a ( i -  3)] 

where W,(3) = 44 ttm is the channel width of the third transistor with n = 0 at the 
bottom, a is the scaling factor and has been shown to give the best delay 
performance with a = 0.29 for this example. Note that the value of [1 - a(i - 3)] 
has to be greater than zero. Once the value of a is chosen, the m a x i m u m  number 
of series transistors is also set. In this approach, the inverter buffer is treated only 
as a load and no attempt is made to adjust the size, although it is in fact an 
important design parameter. With Wx, = 4 I.tm, we vary W~p from 10 Ixm to 80 
ttm and tabulate the simulated delay time as well as the total active area in Table 
3 4. All the cases were run with MOSIS 3 ltm process parameters. Table 3 shows 
that row entry 6 with WIp = 60 i.tm has a slightly better speed performance over 
other cases. Row entry 4 with W~p = 40 p.m has the best delay-area product 
value. 

To compare with the best performance and the best delay-area product  cases 
in Table 3, we ran our optimization program with specification of 11.2 ns and 
10.7 ns for arbitrary feasible initial conditions for W ° ,  Wi0n, f i r  and obtained 
optimal values in Table 4. The slight discrepancies between the SPICE delays and 
spec values are again due to the error in the delay model. 

4 The inverter transistor sizes Win and Wlp chosen in Ref. [29] are 5 rtm and 9 rtm, respectively, 
which make the delay time worse than any of the entries in the iable while the active area remains 
the same as that in the first entry. 
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Table 3 
Delay-area product of Shoji's case - AND6 example (Shoji's scheme) 

IVl, I V i p  td(ns)(SPICE ) Area(Fm 2) De layx  Area (ns-ltm 2) 

4 10 18.4 2300.4 42327.4 
4 20 13.3 2400.4 31925.3 
4 30 12.0 2500.4 30004.8 
4 40 11.2 2600.4 29124.5 
4 50 11.0 2700.4 29704.4 
4 60 10.7 2800.4 29964.3 
4 70 10.8 2900.4 31324.3 
4 80 11.1 3000.4 33304.4 

Table 4 
Delay-area product of our optimization scheme - AND6 example (new optimization scheme) 

Initial value Optimal value Actual Cost 

IV°(I -tm) IV° f i r  spec.(ns) lV.(I.tm) IVI. IVlp  SPICE (td) Area 

10 30 5 11.2 32.68 4.30 38.91 11.8 2139.3 
4 4 0.5 10.7 35.25 4.46 41.06 10.8 . 2265.2 

The delay-area product of row 1 is 25243.7 n s - ~ m  2 and that of row 2 is 
24464.2 ns- i.tm 2. It can be observed from the above results that our optimization 
scheme yields 18% saving in active area with equal delay time performance [30]. 
Both results are also shown in Fig. 8. 

This example demonstrates that the inverter buffer of the domino module does 
play an important role in the circuit performance and non-inclusion of the 
inverter buffer as part of the domino module design optimization often results in 
sub-optimal designs. In our case, after sizing WIp, 14Ii. and W., we found no 

:55 X 1 0 2  ' I ~ I ~ t 1 2 5  

] T d  A r e o  
• • Tapered n-tree approach 
o v This work 20 

~" 3c - 

E ", , / ' / ' i  

2 5  - ", • /  / 

• . .J '~ . .  / 
/ " - , - . o  ~ / 

V O - - - O  . . . .  II . . . .  • ° ' ~  

2(:: v 1 T I t I = 110 
0 20 4o 60 8O 

Wzp (H-m) 

Fig. 8. Delay-Area comparison of AND6 circuit example. 



H.Y. Chen, S.M. Kang / iCOA CH: CMOS high-performance circuit optimization 

1 

1 
Y 

Wlp 

W~ 

SUM 

203 

Wr ~ Wlp 

Wh 

Fig. 9. (a) One-bit full adder (Type I); (b) One-bit full adder (Type II). 

SUM 

improvement in delay time even when we tried to taper the n-channel transistors 
[34]. However, the transistor sizes can be still gradually reduced (tapered), if 
beneficial, after determining W,. 

The second example is a one-bit full adder implemented with a NORA CMOS 
circuit. Figure 9(a) shows the implementation with CARRY bit generated by 
nMOS logic and SUM bit generated by pMOS logic. Figure 9(b) shows another 
implementation with CARRY bit generated by pMOS and SUM bit generated by 
nMOS. We call the circuit in Fig. 9(a) Type I and the circuit in Fig. 9(b) Type II. 
Table 5 shows the optimized transistor sizes with and without timing constraints. 



204 H.Y. Chert, S.M. Kang / iCOA CH: CMOS high-performance circuit optim&ation 

Table 5 
One-bit full adder circuit implemented with NORA CMOS - Optimization results 

Without timing constraint With timing constraint 

Type I Type II Type I Type II 

Wpn(itm ) 30 30 30 30 
Wnp(itm ) 30 30 30 30 
x, Vnn ( It m) 14.72 16.08 22.78 26.32 
Wpp(Itm) 21.93 21.04 34.20 37.41 
Wx.(itm ) 23.6 4.0 30.15 4.07 
Wlp(itm ) 4.0 29.5 4.01 43.61 
t d (ns) (Model) 12.67 13.4 10 10 
t d (ns) (SPICE) 13.1 15.4 10.7 11.2 
Area(tt m 2) 1717.2 1757.5 2252.4 2482.3 

Again, all the precharge transistor sizes are predefined and are not optimized in 
the program. 

7. Folding layout for unbalanced CMOS cells 

iCOACH supports both static and dynamic gates. Static CMOS is used to 
implement primitive gates and dynamic CMOS to implement complex gates. For 
static gates, the number of n- and p-channel transistors are equal and can be 
paired and stacked vertically underneath common poly runners. For dynamic 
CMOS functional cells, which have a highly unbalanced circuit structure, i.e., the 
number of p-channel transistors is much less than that of n-channel transistors, 
we use the folding layout [30] which almost equally divides the n-channel 
transistors into two rails by using area-saving criteria and the delayed binding 
concept [31]. This layout style can also be applied to other unbalanced circuit 
structures like nMOS circuits which use a depletion mode transistor as load and 
enhancement mode transistors for logic implementation. 

Two examples of this folding layout style for dynamic circuits are shown in 
Fig. 10 and Fig. 11. A portion of a 4-bit carry look ahead circuit (74182) is shown 
in Fig. 10(a). Its circuit implementation after local optimization (factorization in 
this case) is shown in Fig. 10(b). Here all input signals are distinct. The layou t s  
before and after electrical optimization are shown in Figs. 10(c) and (d). The 
second example in Fig. 11 was taken from DAC '86 F2 [32] by ignoring all the 
inverters to complement the input signals. The logic and circuit diagram after 
local optimization are shown in Figs. l l (a)  and (b). Here, not all input signals are 
distinct and permutations are made for a more compact layout as shown in Fig. 
l l(c) .  In these layouts, no attempt has been made to replace long diffusion 
runners with metal runners to reduce RC parasitics. In many cases, such fine-tun- 
ing can be achieved as long as no horizontal metal runners are present. Also the 
use of silicided shallow source and drain technology [35] can significantly reduce 
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Fig. 10. (a) Logic diagram; (b) Circuit schematic; (c,d) Corresponding folding layouts. 
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the parasitics. In domino  complex gates, the RC parasitics in the internal  nodes 
are not so detr imental  as in the case of static gates when the pull-up transistor 
size Wip is properly chosen [36]. 

Since the diffusions are folded for dynamic  gates, some input  signals are 
accessible only f rom top or bo t tom as shown in Figs. 10 and 11. In the worst case, 
all input  signals can be distinct and every poly gate signal would run only half of 
the cell height. An  interesting question is then whether  the area saving achieved 

D 

(c) 

Cd) 

Fig. 11. (a) Logic diagram; (b) Circuit schematic; (c,d) Corresponding folding layouts. 
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by folding the diffusion rail would be overshadowed by  the extra area introduced 
by feedthroughs. The following analysis shows that judicious folding l a y o u t d o e s  
achieve area savings. We first define the following notations: 
A t = total chip area in conventional polycell layout 
A~ = total chip area in the folding layout 
Ach---- total channel area in conventional polycell layout 
Ace = total cell area in conventional polycell layout 

? 
ACh = total channel area in the folding layout 
A'~e = total cell area in the folding layout 
N .  = number  of total feedthroughs used with the folding layout  
N~ = number  of feedthroughs which are necessary in conventional polycell 

approach 
Ndg = number  of dynamic gates 
N~ = average number  of transistors folded 
K 1 = an empirical ratio of channel area vs. cell area in conventional polycell 

approach Ach/A~e 
K 2 -- an empirical ratio of channel area vs. cell area in folding layout A'¢h/A'¢e 
Ada  = cell area difference between two layout styles ACe - A'¢e 
A d = total area difference between two layout styles A t - A ~  
P = horizontal pitch for poly columns 
H = vertical height of cell 

We first calculate the cell area difference Ada between two layout styles. In 
comparison to the conventional layout style, the area savings due to the folding 
layout is 

A s =  ( N  t X Ndg ) X P X H (17) 

and the area increase due to additional feedthroughs is 

Ai = ( N,t - N¢) x P x H (18) 

The net area sa~,ing can be achieved so long as A s > A i or 

(N, XNag ) X P X H >  (N,t-Nc) X P X H  (19) 

Assume that no feedthroughs are necessary in conventional polycell layout 
approach (although not true), i.e., N c = 0, the above expression becomes 

Nft (20) 
N t >  No---- ~ 

Table 6 
Results of folding layout style - Experimental data 

Example No. of No. of No. of No. of No. of No. of No. of 
Trans. Cells Runs Feedthrus Nets Blocks Dynamic cells 

4-bit ALU 209 30 5 7 to 13 41 4 12 
32-Bit Adder 978 148 5 37 to 50 167 6 42 
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Normally Nt is greater than 2 and therefore cell area saving is achieved as long as 
the number of feedthroughs is less than twice the number  of dynamic gates. Table 
6 shows two circuit examples both of which have the worst situations, i.e., after 
local optimizations (mainly factorization) no common signals exist in the cell 
except the precharge transistor pair and the inverter buffer. 

From the table, it can be observed that the folding layout does achieve cell area 
savings even in worst cases. The reason is that although it is desirable for the 
signals to be accessible from both the top and bottom, in many cases the signals 
terminate in the cells and need not travel any further. Many nets can usually be 
confined within a single channel when the minimum net length is used as the cost 
functions in the layout system. 

Next we consider the effect of folding layout on the whole chip area. Note that 
• ? t 

A t -- ,4ch + Ace , a n d  A t = Ach + Ace , a n d  a l so  Ach = K a X Ace. Therefore, A t = (1 
! • P +K1)Ace , and A t = ( 1  +K2)Ace, which can be also expressed as A t = ( 1  + 

K2)(A~e-Aa~ ). The total area difference is then A d =A¢,.(K t - K 2 ) +  A,>(1 + 
K2) .  

Case 1. K a >/K 2. Both terms are greater than zero and the area saving is obvious. 

Case 2. K 1 < K 2. The following inequality should hold to achieve the total area 
saving: 

A • e ( K 2 - K , ) ~ A d ~ ( 1  + K2). 

Normally, K 1 and K= are about same and range from 1 to 3, which shows that 
the inequality holds. 

8. iCOACH applications 

iCOACH is coded in C and runs on SUN 3/50.  It currently supports MOSIS 3 
~m CMOS technology, but the technology update can be achieved easily by 
updating delay models and layout parameters. Tables 7 and 8 summarize iCOACH 
results for a 4-bit ALU and a 32-bit carry-look-ahead adder which are depicted in 
Fig. 12 and Fig. 13. The active area increase is steeper than that of total chip area 

Table 7 
Area versus delay for 4-bit ALU - 4-Bit ALU (209 transistors) 

Delay time t o Total chip area Total active area Optimization time Total run time 
(ns) (~m 2) (~m 2) (s) (s) 
63 3.4 ×105 1.3 ×104 - 9 
38.3 3.78× 105 1.97× 104 162 173 
30 3.9 x 105 2.81 × 104 277 286 
20 5.6 Xl05 7.34X 104 371 381 
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Fig. 12. 4-bit ALU: (a) Delay vs. total chip area; (b) Delay vs. total active area. 

and follows the trend of single cells. The slower increase in total chip area is 
expected as the area increase in single cell may not affect the total area as much. 

A full 32-bit carry-look-ahead adder has been optimized and laid out by 
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Fig. 13. 32-bit adder: (a) Delay vs. total chip area; (b) Delay vs. total active area. 
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iCOACH. Figure 14(a) shows the layout before optimization which has 83 ns 
delay time in the critical path. When the delay constraint is set to 30 ns, iCOACH 
reduces the critical path delay time to 30 ns with 37% increase in area as shown in 
Fig. 14(b). 

(a) 

(b) 
Fig. 14. (a) Layout of 32-bit carry-look-ahead adder before optimization; (b) Layout of 32-bit 

carry-look-ahead adder after optimization. 
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Table 8 
Area versus delay for 32-bit adder - 31-bit carry-look-ahead adder (978 transistors) 

Delay time t a Total chip area Total active area Optimization time Total run time 
(ns) (Ixm 2) (rtm 2) (s) (s) 

83 1.9 x 106 6.57 x 104 - 41 
49.7 2.13 X 106 7.98 × 104 86 130 
40 2.2 X 106 8.62 x 104 231 274 
30 2.6 x 106 10.07 x 104 618 662 
25 2.95 x 106 12.05 X 104 892 933 

9. Conclusions 

An integrated design optimization system iCOACH which performs the circuit 
optimization at the transistor level is presented. The timing specification is 
accommodated as a design constraint and reliability issues on the charge sharing 
and noise margins are also modeled and embedded into the design constraints, 
which has not been incorporated in previous optimization tools. The optimization 
scheme does not require derivatives and therefore can be used for general 
continuous cost functions. Special attention is also given to the most effective 
usage of silicon area resource. Excessively large transistor sizes are avoided by 
investigating the sensitivity of delay versus area which leads to the timing 
allocation and area balancing schemes. Because of the timing allocation scheme, 
the computation time is approximately linearly proportional to the number of 
gates. Two examples demonstrate that iCOACH results are competitive with 
fine-tuned manual designs. It can be also noted from Table 7 and Table 8 that the 
total run time of iCOACH increased sublinearly from 381 seconds for 209 
transistors to 933 seconds for 978 transistors. 

The folding layout scheme further improves the designs by increasing the 
packing density of unbalanced CMOS cells such as domino CMOS and NORA 
circuits. Detailed analysis and experimental results have been presented to show 
the area savings using realistic circuit examples. 

The underlying principles of iCOACH should allow incorporation of different 
modules, either timing analyzer or cell generator, without much difficulty. 
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