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Abstract—In emerging embedded applications such as wireless sensor networks, the key metric is minimizing energy dissipation rather than processor speed. Minimum energy analysis of CMOS circuits estimates the optimal operating point of clock frequencies, supply voltage, and threshold voltage [1]. The minimum energy analysis shows that the optimal power supply typically occurs in subthreshold (e.g., supply voltages are below device thresholds). New subthreshold logic and memory design methodologies are developed and demonstrated on a fast Fourier transform (FFT) processor. The FFT processor uses an energy-aware architecture that allows for variable FFT length (128–1024 point), variable bit-precision (8 b and 16 b) and is designed to investigate the estimated minimum energy point. The FFT processor is fabricated using a standard 0.18-μm CMOS logic process and operates down to 180 mV. The minimum energy point for the 16-b 1024-point FFT processor occurs at 350-mV supply voltage where it dissipates 155 nJ/FFT at a clock frequency of 10 kHz.

Index Terms—CMOS digital integrated circuits, CMOS memory circuits, coprocessors, design methodology, digital signal processors, leakage currents, logic design, subthreshold CMOS circuits.

I. INTRODUCTION

There is significant research activity to minimize energy dissipation at the system level to lengthen battery lifetimes for embedded applications. Minimum energy analysis of CMOS circuits predicts the optimal operating point including clock frequencies, supply voltage, and threshold voltage. Our analysis shows that optimal supply voltage to minimize energy typically occurs in the subthreshold region. In order to investigate the optimal supply voltage, a new minimum energy design methodology is created to design circuits to operate at supply voltages far below the minimum energy point. The minimum energy design methodology was demonstrated on a fast Fourier transform (FFT) processor used for wireless sensor networks.

A distributed wireless sensor network is a collection of a large number (tens to thousands) of distributed microsensor nodes. Networked microsensors enable a variety of new applications such as warehouse inventory tracking, location sensing, machine-mounted sensing, patient monitoring, and building climate control [2]–[5]. The microsensor nodes must operate from scavenged energy from the environment such as from solar sources, mechanical vibration and RF [6], [7]. A self-powered system using a variable MEMS capacitor was able to deliver 10 μW’s of power to a DSP [8]. Energy scavenging constrains the total system power be less than tens of microwatts, which is a challenging design goal for microsensors.

In order to function within the extremely low power requirements, a minimum energy design methodology that includes energy-aware architectures and subthreshold circuits, is proposed. The design methodology is demonstrated on a subthreshold FFT processor. The FFT design uses a modified standard logic cell library, custom multiplier and memory generators, and is fabricated using a 0.18-μm standard CMOS process. No additional process steps or body-biasing techniques are used. The FFT processor operates down to 180 mV where it runs at 164 Hz and the power dissipation is 90 nW. The minimum energy point for the 16-b 1024-point FFT processor occurs at 350 mA supply voltage where it dissipates 155 nJ/FFT at a clock frequency of 10 kHz.

II. ENERGY-AWARE ARCHITECTURES

The FFT is a commonly used signal processing function that extracts the frequency and phase information from the sensor signals. The FFT has been used in target tracking, localization, and radar by analyzing the phase differences between multiple sensors [9]. It has also been used in compression algorithms and also within communication systems [10]. Dedicated low-power FFT processors are desired to sustain low-power requirements of various embedded applications [11].

The real-valued FFT algorithm uses the symmetries of computing the CVFFT of real-valued inputs to reduce computation approximately by half. For example, a 1024-pt RVFFT is efficiently performed by computing a 512-pt CVFFT and then transforming the outputs back for 1024-pt. A proposed architecture for a RVFFT processor is a traditional CVFFT architecture that includes the backend processing needed for the RVFFT. Fig. 1 shows the conventional radix-2 butterfly architecture; for every clock cycle one radix-2 butterfly is performed. The FFT architecture is designed with various power hooks that allow the architecture to gracefully scale FFT length and bit precision. The energy awareness of the FFT is increased by adding additional hardware to cover functionality over many operating scenarios [12]. This architecture demonstrates techniques that enable FFT lengths from 128 to 1024 points as well as both 8-b and 16-b computation. An area and energy-efficient design methodology is proposed to enable scalability across bit precision and FFT lengths [13].
A. Variable Bit Precision

One of the hooks designed into the energy-aware FFT processor is variable bit precision, which is showcased by the Baugh–Wooley (BW) multiplier for two’s complement multiplication [13]. A non scalable BW design optimizes for the worst case scenario by building a single multiplier for the largest bitwidth. This design is nonoptimal; when lower precision multiplications are performed, the two’s complement sign extension bits causes a switching energy overhead. The proposed scalable BW multiplier design recognizes that the MSB quadrant contains a lower bit-precision multiplier. The MSB quadrant of the multiplier includes those gates associated with the MSB inputs. Any other quadrant of the multiplier does not have the correct BW configuration and would require additional logic. To minimize switching in the LSB adders, the LSB inputs are gated. Fig. 2 demonstrates this technique for a BW multiplier that is scalable for 8-b and 16-b precisions. Similar bit-precision scalability was applied to the entire butterfly datapath, data memories, and Twiddle ROMs.

B. Variable FFT Length

Variable FFT length is another hook designed into the architecture of the FFT processor [13]. As FFT length is varied, the processor can adjust the memory size, leading to energy savings. Careful design consideration is needed in the memory access logic to enable variable FFT lengths. A dedicated memory is designed for the FFT processor to ensure that read and write hazards do not occur when accessing two values from the memory. The memory consists of four memory blocks with a parity-bit/MSB crossbar for memory accesses. Also the control logic adjusts the number of butterflies performed with FFT length for improved energy scalability.

III. MINIMUM ENERGY POINT ANALYSIS

The FFT processor is designed to operate at the optimal operating point that minimizes energy dissipation. Analysis of the energy and performance of the FFT shows that the minimum energy point occurs at supply voltage levels below the threshold.
voltage. Scaling the supply voltage ($V_{DD}$) below the threshold voltage ($V_{th}$) limits the performance of CMOS circuits, but leads to orders of magnitude energy savings over nominal $V_{DD}$ operation.

The total energy of the FFT is broken down into switching energy and leakage energy. Switching energy is modeled as

$$E_{\text{switching}} = \alpha NC V_{DD}^2$$  \hspace{1cm} (1)

where $\alpha$ is the activity factor, $N$ is the number of clock cycles, $C$ is the switched capacitance of the circuit, and $V_{DD}$ is the supply voltage.

A simplified model of the leakage energy based on the BSIM transistor model is given by

$$E_{\text{leakage}} = V_{DD} \cdot I_S \cdot e^{\frac{V_{th} - V_T}{n \cdot V_T}} \cdot \left(1 - e^{-\frac{-V_{th}}{n \cdot V_T}}\right) \cdot T.$$  \hspace{1cm} (2)

Here, $I_S$ is a technology-dependent scaling parameter, $V_{th}$ is the gate-to-source voltage, $V_{th}$ is the drain-to-source voltage, $V_T$ is the threshold voltage, $V_T$ is the thermal voltage, $n$ is related to the subthreshold slope, and $T$ is the latency of computation [14].

Fig. 3 shows simulated energy contours of the 16-b 1024-pt FFT for the region of $V_{DD} = 100$ mV–1 V and $V_{th} = 0$–800 mV for a 0.18-$\mu$m process [15]. The energy shown is the average energy per FFT and is derived from the active and leakage energy models. The increasing contours of constant energy are normalized to the minimum energy point. The interaction between supply voltage, threshold voltage, and latency causes a minimum energy dissipation point at $(V_{DD}, V_{th}) \equiv (380 \text{ mV}, 480 \text{ mV})$ with a clock frequency of 13 kHz.

For a given threshold, as the power supply is dropped (starting from a large value), the switching and overall energy reduces. However, as the supply is reduced into the subthreshold region, the propagation delay increases significantly resulting in a corresponding increase in leakage energy as predicted by (2). This results in an operating point for supply voltage and clock frequency which minimizes total energy dissipation.

Operating below the optimal supply and frequency results in energy being dominated by subthreshold leakage. Similarly, for a fixed supply voltage, as the threshold is increased (starting from a small value), the leakage energy reduces as the leakage current reduces in an exponential fashion with only a modest increase in delay. However, as the threshold approaches the supply voltage, the increase in delay is significant and causes the leakage energy to increase at some threshold voltage. This results in a minimum energy point.

Also shown in Fig. 3 are contours of constant performance of the FFT processor (1 kHz–10 MHz). The figure shows that performance scales with the difference between the gate voltage and the threshold voltage.

The metrics of energy and performance are the key metrics for managing system-level power dissipation for two cases.

Case 1: Processing speed is not critical. For this case, the optimal operating point occurs at the optimal frequency point. The FFT processor should operate at the optimal voltage and frequency, and then shut down the power supply after performing the computation to prevent any additional leakage energy dissipation.

Case 2: Processing speed is critical. For this case, an optimal operating curve is extracted from the contours and contains those points where one performance contour is tangent to one energy contour. These points are given by the dotted line in Fig. 3. For a given performance constraint the supply voltage and threshold voltage are set along the optimal curve to achieve minimum energy dissipation. If the frequency required is less than the optimal, then the processor should operate at the optimal frequency and then shutdown after completion. The simulation data assumes that techniques such as supply voltage and threshold voltage scaling and power gating, do not incur any overhead. However, in a complete system analysis, all energy overhead should be included.

Our FFT processor is designed and fabricated in a standard 0.18-$\mu$m CMOS logic process with a fixed nominal threshold voltage of 450 mV [16]. According to the contours at 450-mV
threshold voltage, the minimum energy point of the FFT processor occurs at 400 mV (Fig. 4). The figure confirms that for a given threshold, as the supply voltage decreases, the switching and overall energy reduces. But, in the subthreshold region, the propagation delay increases exponentially resulting in a increase in leakage energy. We propose a new subthreshold design methodology that is demonstrated in a subthreshold FFT processor designed for subthreshold operation. Previous minimum energy system-level optimization have focused on architectural tradeoffs for minimum energy dissipation given fixed clock frequencies [1]. Our FFT processor shows the minimum energy point as both supply voltage and clock frequency are scaled.

IV. SUBTHRESHOLD LOGIC

In our subthreshold FFT design, we perform minimum supply voltage analysis in addition to minimum energy point analysis. Subthreshold design has been used extensive in low-power analog designs [17]. The theoretical minimum supply voltage for a CMOS inverter based on transistor models has been established [18]. Previous research has focused on logic families for low-voltage operation [19]. An ultra low-voltage design demonstrates the functionality of logic circuits at 200 mV using low-threshold devices [20]. Using p-well and n-well biasing techniques, a multiply-accumulate implementation is able to operate as low as 175 mV [21].

Minimum supply voltage differs from minimum energy operation. Minimum supply voltage analysis is needed to estimate the lowest supply voltage where the FFT is able to function and to ensure that the FFT processor can function at supply voltages near and below the estimated optimum. Only in high activity factor circuits do the minimum supply voltage and minimum energy point coincide. The predominant effects on the minimum voltage of logic circuits are transistor sizing, process variations, and circuit styles. In our minimum voltage analysis of logic circuits, we analyze a standard cell library starting with the inverter.

A. Subthreshold Inverter

Analysis of the CMOS inverter with a minimum-sized NMOS device exposes the effect of process variations on minimum voltage operation. Traditionally, the PMOS is sized so that the drive strength is large enough to pull the output node up to a desired output-high voltage level. Fig. 5 shows two cases where the decreased supply voltage, transistor sizing and process variations affect the inverter operation assuming an output swing of 10%–90% $V_{DD}$.

Case 1: When ‘0’ is applied to the input, then the PMOS is sized to pull-up the output node to ‘1’. However, as the voltage supply of the inverter decreases, the idle current becomes significant. This results in a decreasing $I_{on}/I_{off}$, and causes the output node to drop. The $I_{on}/I_{off}$ ratio is used to indicate if a logic gate will function properly. $I_{on}$ is defined to be the drive current of the devices and decreases exponentially as supply voltage is lowered in subthreshold operation. $I_{off}$ is defined as the idle current. The $I_{on}/I_{off}$ ratio is further reduced when considering process variations. The worst case corner for the inverter is the fast NMOS/slow PMOS (FS) because the fast NMOS is leakier than the slow PMOS. Fig. 5 shows $W_{p}(\text{min})$ at the FS corner, where $W_{p}(\text{min})$ is the minimum allowable PMOS width that still drives the output to 0.9*$V_{DD}$.

Case 2: When ‘1’ is applied to the input, the minimum sized NMOS pulls the output node to ‘0’. A large $W_{p}$ leads to a large PMOS idle current compared to the drive current of the NMOS. Therefore, there is a maximum bound on $W_{p}$, to allow the output to be driven low. The slow NMOS/fast PMOS (SF) corner sets $W_{p}(\text{max})$ in Fig. 5. The intersection of the curves at these two process corners indicates that the inverter is only guaranteed to operate down to 195 mV by sizing the PMOS to be 5.4 $\mu$m, which is 12 times the minimum width. For the FFT implementation, where the PMOS are typically sized 3x larger, the minimum supply voltage is 220 mV. However, for a typical transistor process corner, the inverter can operate below 100 mV.
B. Subthreshold Standard Cell Library

To create a subthreshold logic cell library, first we analyzed traditional logic circuits at low voltages. Parallel leakage, stacked transistors, and sneak leakage effects affect functionality during low-voltage operation when the gate drives are lowered to the point that the on currents are competing with the leakage currents. In this section, we show how we developed a methodology to design subthreshold logic cells that are used in the FFT processor design and ensure that these effects are minimized.

Parallel leakage occurs when the idle current of parallel devices reduces $I_{on}/I_{off}$. An example of parallel leakage is illustrated in the XOR gate. Fig. 6 shows the schematic of the tiny XOR gate commonly used in traditional circuit design. An analysis of the drive currents and leakage currents for the input vector $A = 1, B = 0$ shows that because there are three ‘off’ devices and one ‘on’ device, $I_{on}/I_{off}$ is degraded. The simulation shows that for $A = 1, B = 0$, the $Z$ output is only driven to 55 mV. This effect is further compounded if process variations are considered in the analysis.

A transmission gate XOR (Fig. 7) is a circuit where the number of parallel devices are minimized (or balanced) for minimum-voltage operation. Because there are two devices pulling the output node high and two devices pulling low, $I_{on}/I_{off}$ is not degraded and the XOR is fully functional as shown in the simulation. Also, because both NMOS and PMOS are in the pull-up and pull-down path, the effects of process variations are mitigated.

Long stacks of transistors also affect the functionality of logic gates. When stacked devices are conducting, the effective drive of each device is diminished. Also, the threshold voltage of a stacked device increases due to larger source-to-body voltages causing both drive and leakage currents to decrease.

When designing a standard-cell library, cell interfaces need to be considered. If all cells are designed using static CMOS then sneak leakage paths are avoided. However, when transmission or pass gates are introduced into the library, sneak leakage paths and long stacks of devices occur during synthesis. Therefore, to ensure functionality in the design of our subthreshold standard cell library, all inputs and outputs to the cells were buffered.

In the design of the custom BW multipliers, all cell interfaces were studied to eliminate redundant buffering and to ensure no sneak leakage paths or long stacks of transistors. The BW multiplier layout was generated using custom BW multiplier compilers.

V. SUBTHRESHOLD MEMORY DESIGN

The FFT processor contains eight $128 \times 16$ b RAM blocks and four $256 \times 16$ b ROM blocks. First, we analyze the functionality of conventional memory designs in subthreshold. In standard memory schemes, a six-transistor (6T) SRAM is used. Current memory design challenges, such as bitline capacitance, bitline leakage, speed, and sense amplifier design, worsen as voltage supplies scale down and at worst case process variations.

Second, we propose write and read schemes for subthreshold memories. The hierarchical read-bitline is used in the design of data memory and ROMs and achieves acceptable $I_{on}/I_{off}$ in subthreshold.
A. Subthreshold Write Access and Bitcell

At high supply voltages, the 6T SRAM memory cell sizing is determined by the read/write conditions. In our subthreshold analysis, the read/write operation conditions are performed at the worst case process corners to account for the large subthreshold idle currents.

The read upset condition is analyzed to ensure that the memory cell is not written during a read access. Fig. 8(a) shows the drive and idle currents for the read upset condition in subthreshold. The NMOS pulldown transistor width \(N_{\text{ps}}\) is sized large enough to ensure that the voltage at LO does not rise above \(\Delta V_{\text{LO}}\) due to the on current through the pass transistor \(N_{\text{ps}}\) and the idle current through the pulldown transistor \(P_{\text{pu}}\). This analysis is performed at the SF corner to account for the maximum leakage through \(P_{\text{pu}}\).

Similarly shown in Fig. 8(b) is the write condition. The write condition is analyzed for two cases. The Write-Low case is when a ‘0’ is written into HI, and the Write-High case is when a ‘1’ is written into LO. The Write-Low case determines the minimum width for \(N_{\text{ps}}\) to pull HI down to \(\Delta V_{\text{HI}}\) and is performed at the SF corner. In the Write-High case, the analysis places a constraint on the maximum width of \(N_{\text{pl}}\) and \(N_{\text{ps}}\). Large idle current through \(N_{\text{pl}}\) and \(N_{\text{ps}}\) causes a voltage divider that overpowers the drive current of \(P_{\text{pl}}\) used to pull LO up to \(\Delta V_{\text{LO}}\). These three conditions place sizing constraints on all devices in the SRAM circuit and limit functionality at low-voltages. Fig. 9 shows a sizing analysis on \(N_{\text{ps}}\) given that node HI is pulled down to \(\Delta V_{\text{LO}} = 20\% V_{\text{DD}}\), and node LO is pulled up to \(\Delta V_{\text{HI}} = 80\% V_{\text{DD}}\) and \(P_{\text{pu}} = N_{\text{ps}}\). It suggests that the worst case processor variations makes it difficult to satisfy both read and write conditions of the 6T SRAM memory cell at supply voltages much below 500 mV. Also, as the supply voltage decreases, the memory cell size increases dramatically due to the SF corner, where the weak NMOS has to overcome the strong PMOS feedback when writing ‘0’ to HI.

Fig. 9. The min-max curves for sizing \(N_{\text{ps}}\) at worst case process corners based on the read and write conditions and \(P_{\text{pu}} = N_{\text{ps}}\).

A latch-based write scheme with C2MOS tristate inverters is a more robust design for subthreshold operation (Fig. 10). Analysis of the latch-based write scheme is performed at the worst case process corners to account for the leakage through the feedback tristate gate. The tristate latch memory cells shows functionality at process corners down to 215 mV.

B. Subthreshold Read Access

The read operation of the memory in subthreshold is a very challenging design problem. One challenge is bitline leakage, where the leakage through the pulldown devices causes the dynamic bitline to drop. Because clock speed is not the key metric in this application, a sense-amplifier-based read-bitline for fast read accesses is not needed.

Fig. 11 shows a 128-W single-ended read scheme using dynamic logic with minimum width pulldown devices. During the precharge phase, the precharge transistor is on and the bitline (RBL) is charged to \(V_{\text{DD}}\). During the evaluation phase RBL evaluates to \(V_{\text{DD}}\) when the accessed cell \((M_0)\) is ‘0’. In subthreshold, due to improper sizing, the charge stored in the dynamic bitline leaks away through all of the pulldown devices. To prevent the bitline from dropping, the precharge transistor \(W_{\text{pre}}\) is sized to offset the maximum leakage current through the pulldown devices. The maximum pull-down leakage occurs when the selected cell stores ‘0’, and the remaining cells store ‘1’ (e.g., \(M_0 = 0, M_1 = M_1\)). However, when RBL evaluates to ‘0’, the \(I_{\text{can}}\) of the single pulldown path is much smaller than the \(I_{\text{eff}}\) of the precharge transistor causing reduced \(I_{\text{can}}/I_{\text{eff}}\). The worst case pullup leakage occurs when the selected cell store a ‘1’ and the remaining cells store ‘0’ (e.g., \(M_0 = 1, M_1 = M_1\)). The simulation in Fig. 11 shows that RBL fails to evaluate to ‘0’ due to the large precharge transistor. A similar tradeoff is seen using a pseudo-NMOS pull-up device.

A tristate-read scheme using static CMOS tristate cells is proposed (Fig. 12). Although the tristate gate alone operates at 100 mV, when connected in parallel, RBL has a low \(I_{\text{can}}/I_{\text{eff}}\) ratio due to the leakage current through the parallel tristate
Fig. 10. Latch-based write access is analyzed at the worst case process corners.

Fig. 11. Conventional precharge bitline read scheme. The simulation of RBL shows the effects of bitline leakage and $W_{min}$ size on RBL.

Fig. 12. The tristate-based read access also suffers from bitline leakage effects.

buffers. The simulation shows the RBL for the worst case output-high vector.

We propose a hierarchical-read-bitline that operates in sub-threshold and at worst case process corners (Fig. 13). The hierarchical-read-bitline segments the bitline by using a 2-to-1 mux-based approach. Segmenting reduces parallel leakage for each level of the hierarchy and the effect of process variations is mitigated. The muxes are designed to avoid stacked devices and sneak leakage paths by inserting inverters between each level of hierarchy. Fig. 13 shows a waveform of RBL.
that operates at 100 mV for the typical transistor corner. It is able to achieve 10%–90% voltage swing for all input vectors including the worst case vectors of previous schemes.

To save area, the multiplexers (muxes) are daisy-chained and arrayed. A decoder generates the write wordline (WWL) which are routed to the bitline horizontally. The Read Addresses (A0–A6) are routed vertically up to the selectors of the muxes. Memory generators were created using custom memory compilers. The compiler arrays the memory bit cells, daisy-chains the muxes, and creates the decoder logic for each data memory block. Eight custom 128 W × 16 b blocks make up the scalable data memory in the FFT processor.

A similar hierarchical bitline design was used to create a 256 W × 16 b ROM’s compiler for the FFT twiddle factors. The twiddle factors are fixed complex coefficients that are used to transform between time to frequency domains. The difference between the ROM structures and the data memory is that the inputs to the muxes are either tied to VDD or ground depending on the value stored in the ROM.

VI. RESULTS

The FFT processor was designed using a modified standard logic cell library, custom multiplier generators, and custom memory generators. The generators use specialized logic cells and ensure compact layout. Synthesis with the cell library is used to create functional logic blocks in the datapath, control logic and memories. All logic blocks, memory modules, and multipliers are verified using HSPICE at 100 mV for the TT process corner and at 250 mV for the FS and SF process corners. The place-and-route within each module and the top-level of the chip is performed using custom place-and-route scripts. The top-level system was verified at 1-V operation using a system-level simulator.

The FFT was fabricated in a standard 0.18-μm CMOS logic process with six metal layers. The FFT processor occupies 2.6 × 2.1 mm² and contains 627 000 transistors. It is fully functional at 128, 256, 512, and 1024 FFT lengths, 8-b and 16-b precision, for voltage supplies from 180 to 900 mV, and for clock frequencies of 164 Hz to 6 MHz. Fig. 14 shows the die photograph of the subthreshold FFT chip. The chip’s functional blocks (memory, butterfly datapath, twiddle ROMs, and control logic) are clearly delineated.

A printed circuit board (PCB) is used to test the functionality of the subthreshold FFT chip. The Textronix pattern generator has 2–5-V outputs which are level converted down to 500 mV using resistive dividers to interface with the subthreshold FFT chip. The outputs of the subthreshold FFT chip are level converted up to 5 V using off-the-shelf comparators.

The lowest voltage supply for correct operation is 180 mV with a clock speed of 164 Hz. The power dissipated at 180 mV is 90 nW for 16-b 1024-pt operation. Fig. 15 shows an oscilloscope plot of various outputs, (the clock, two output bits and the data-ready signal) from the FFT chip operating at 180 mV. However, the minimum supply voltage does not correspond to the optimal operating point which minimizes energy dissipation.

The minimum energy point of the 16-b 1024-pt FFT occurs at 350 mV. The power dissipated at the optimum is 600 nW at a clock frequency of 10 kHz and the energy dissipated is 155 nJ/FFT. Fig. 16 shows the measured and estimated energy dissipated for the 16-b 1024-pt FFT over VDD = 200–900 mV.
Fig. 15. Oscilloscope plot showing outputs from the FFT chip at 180-mV operation.

Fig. 16. Energy dissipation as a function of $V_{DD}$ for the 16-b 1024-pt FFT. The optimal operating point for minimal energy dissipation is at $V_{DD} = 350$ mV.

The figure shows that our energy contour estimation technique predicts leakage energy well, but not switching energy. The energy is measured for the clock frequencies specified in Fig. 17.

Fig. 17 shows the energy dissipated for all operating points. The minimum energy point occurs at 350 mV for the 16-b processor and is at 400 mV for the 8-b processor. Eight-bit processing has a lower activity factor which reduces the ratio of switching energy to leakage energy. Thus, the optimum point is shifted toward larger minimum supply voltage [15]. At the optimal operating points for both 8-b and 16-b processing, the idle leakage energy is approximately 45% of the total energy dissipated.

We compared the minimum measured energy of the StrongARM SA-1100 [24], an Energy-Scalable ASIC [13], and the custom subthreshold chip for 16-b 1024-pt operation. The StrongARM SA-1100 is a low-power general-purpose microprocessor that can operate down to 0.85 V. The minimum energy of the StrongARM is measured while running the FFT subroutine. The ASIC implementation incorporates the energy-aware architectures described in this work. The ASIC FFT processor is designed using a commercial standard cell library and memory generators for a 0.18-$\mu$m process. When comparing to the Subthreshold FFT, the subthreshold chip is 350 times more energy efficient than the low-power microprocessor implementation and eight times more energy efficient than the ASIC.
VII. Conclusion

In order for wireless sensor nodes to be self-powered, they must scavenge energy from the environment. Due to the requirements for energy scavenging, the key metric is minimizing energy dissipation rather than processor speed. For the FFT processor, energy models estimate the optimal supply voltage to be in subthreshold where the supply voltages are below the threshold voltages.

A minimum energy design methodology explores conventional logic and memories operating at both the minimum voltage and the minimum energy point. A subthreshold standard cell library avoids parallel leakage, stacked devices and sneak leakage effects. Memory generators are created using a hierarchical bitline to improve the $I_{on}/I_{off}$ of the bitline. The subthreshold standard cell library and memory generators were used in a FFT processor design.

The subthreshold FFT is fabricated in a standard 0.18-μm logic process without any additional process steps or biasing techniques. The FFT operated as low as 180 mV. It showed the optimum supply voltage to be at 350 mV with a clock frequency of 10 kHz, where it dissipated 155 nJ for a 16-b 1024-pt FFT.
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