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Low-Power Design Overview

Constant Variable
Throughput/Latency Throughput/Latency
Energy Design Time Non-active Modules Run Time
Logic Design DFS, DVS
. Reduced Vg4 : (Dynamic
Active Sizing Clock Gating Freq, Voltage
Multi-Vyg Scaling)
Sleep Transistors
Leakage + Multi-V Multi-Vyy + Variable V;
Variable V¢

Voltage Scaling ‘ ((@

c.V:
E= f de Bfeure + Vaalieardt

Total Energy
Consumption

[ { — V5
[ Vahoaeae | StcEnery | Dynaric Energy | (20 dd g, gy

Minimize leakage energy by: 5 g" k Minimize active energy by:
= Reducing voltage = Reducing voltage

= Reducing Vdd to 1) = Switching activity
GND paths = = Capacitance

V2

E= f%ﬁfcm + Vaalieakdt
Total Energy
Consumption

_[V Leaidt | static !Energy | CVia dt
ddteak™ | consumption 7 Pl

* Reducing supply voltage below nominal
Most popular and most effective low-power strategy
- Voltage-scaling
* Reduces active power
* Reduces leakage power (but not necessarily energy/Op)
+ Reduces speed : need to compensate with architectural changes (e.g., parallel
processing)

Example: StrongARM SA-1100 processor (((ﬁ))

fixed voltage
operation

variable
voltage
operation

e > S
e
Frasuecey (¢ it
RS

Energy per operation as a function of voltage and clock rate
—_— — —_

CMOS Gates With Capacitive Load («

Do—T— P>
L

W,
Wider tran;i's?érs
increase the gain
factor (drive) but
Cy also increase the
B load (capacitance)

* Various capacitances are merged into a single load capacitor C;,
— Intrainsic MOS transistor capacitors (driver)
- Extrinsig (fanout) MOS transistor capacitances
— Interconnect capacitance

* Energy consumed during one pair of transitions E;:
- Cross-over currents
~  Charge pumped onto the capacitive load
(dominant):
(dominant) Voo — GND
o By = (CVaa)Vaa = CVia _l—,_
GND —+ Vpp
Cu
« independent of transistor geometry (width/length)
* Independent of the waveforms
« quadratic dependency on voltage
GND
 Energy/transition
2
o E =CVi/2

.

Power consumption = Energy/transition * transition/cycle () * frequency (foy)
= P %Ct.vuzafdk




Extending our calculations to a collection of nodes

Node activity (aka switching activity)

* Average energy dissipated per computation cycle for one circuit node
a7 g
Echi = 7Ech(yck —-TQU,QM (%:\ju:)

= Average energy dissipated per computation cycle in a voltage domain of K
nodes

K K -
2 k
Ech = Echk = Udd Ck
2
k=1 k=1

Fact: Not all nodes within a (sub)circuit do change state at the same rate.

e ==

Definition:

Anode's ac‘tivitwﬂndicates how many times per computation cycle node k
switches from one logic state to the opposite one when averaged over many
computation cycles.

Examples:

Ungated clock in single-edge-triggered clocking: a; = 2
Ungated clock in dual-edge-triggered clocking: a;, = 1
Output of a T-type Flip-Flop if permanently enabled: ), = 1

Output of a D-type Flip-Flop fed with random data: ay = 1/2

Impact of Glitching

In a synchronous (single-edge triggered) circuit, the activity factor of each
node should never rise above a; = 1/2

.

Reality: activity factors up to 6 or more can be observed:

— Increased activity due to : signals ri after having propagated
along paths of markedly different depths

.

Glitching explains why the isomorphic architecture often dissipates more
(dynamic) energy than more sophisticated architectures do.

Activity caused by glitches is very difficult to predict (depends heavily on
timing)
— Analytical prediction almost impossible

Node activities are distributed very unevenly in most circuits.

Stage | Stage 2

Figure: Node activities in a lattice filter.

— Activity increases with the number of ing logic stages (i
glitching)

* Power consumption is divided into
— Net switching power
= Internal power
* Internal power depends on actual input values
* Power is consumed even if output does not change

* Library files: internal energy characterization for each cell at given supply
voltage
— Internal energy (cross-current, switching) per change in each input and output
(as functions of input slope ¢, , and output load C)

- C i to i of the net (input/output load)

”

Z}:J Ej z 3 Z":;’ B (©) I )3 Z A
i € = Cap1 + Cper + G

E;J,(A,S,D,l,.,) AQl et iy

i
E2u(4,B.C.ty) S ]| e jjcwv

What about the activity factor(s)?

* Fixed activity:
Assume a constant activity factor for all nodes in the circuit

— Very rough estimate and highly inaccurate

= Statistical power analysis: ra g &gfﬂ— (g? F ‘d‘a‘.m &+ ‘_l ')

Assumes a given toggle activity at the input and propagates the altivity
throughout the circuit using statistical models of the gates

— Does not account for correlation between signal values

— No accounting for glitching activity

*_Simulation based:
Obtains toggle statistics from gate level simulations
— Most accurate method

~ Slow




Gate-Level Power Analysis Flow (

RTL Gate-level

¢ The-glockis a major source of power consumption in many
synchronous designs

Memory
N

Logic/

J. Rabaey: Power figures from sever microprocessors and DSPs

code > netlist > design & GTGen l:apal:irancesa_
Final gate- Delay
level netlist annotation
Switching activity
‘Waveform trace
Power
analysis
RTL Power Reduction: Clocking (

* The clock is a major source of power consumption in many synchronous
designs
— Clock distribution network (clock tree)
— Intrinsic power of sequential elements (even when data input is constant)

Clock input still toggles even when
no new data is Tatchei disabled)
—_—

Example for DFF in 90nm CMOS!

Cell internal power
in [pJftransition] 00068 i B
A

0.005

Clock input still toggles even when
no new data is latched (FF disabled)
causing significant power consumption

Clock tree: distribute clock signal with
[ttt -
minimum skew to all sequential elements

RTL Power Reduction: Clocking (@)

* Clock gating: reduce power consumption by disabling the clock for
— Inactive parts of the design (coarse grained)
— Disabling FFs without consuming internal power (fine-grained)

Need special clock-gating cells to protect
against glitches in the Enable signal

EN

AN

s

Power consumption can be on the order
of 2-3 FFs: consider overhead!!

RTL Power Reduction: Clocking

« Double-data rate design
— Clock network has the highest activity factor (f = 2)
— Two transitions per clock period with only one transition triggering a state
change

- Clock frequency can be cut in % for same number of operations 7’

* Replace FFs with double-edge triggered FFs (f.p,} C.w. Krm pfzkmnwa)
ef

50% power reduction in
the clock tree, but DET-FFs
can involve a power overhead
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Brief Papers

A Low-Swing Clock Double-Edge Triggered Flip-Flop
Chulwoo Kim, Menther; 1EEE, and Sung-Mo (Steve) Kang, Fellow, IEEE

Abstract—A low swing clock double-edge triggered flip-flop To reduce power consumption in clock distribution networks,
(LSDFF) Is developed to reduce power consumption significantly  several small-swing clocking schemes have been proposed and
compared fo comventional fip-flops. The LSDFF avolds unnec-  iheie porenial for practical applications has been shown [3], 4]
spary Inecua sode travions Lo e JREE pover CORSTS. T ey all-swing Scheme requires fo lock signals. T
because LSDEF nie 3 doibic edge irigered peratom arRell  suifers from skew problems among the four clock signals and re-
mmﬁm%m’-“fmmmﬁm quires additional chip area [4]. A reduced clock-swing flip-flop
LSDFF Ve T0TOw¥ing clock, low Vi transistors are wsed for the  (RCSFF) requires an additional high power-supply voliage to
dlocked ransistors wihout igACANT Tealiage STl Froblems.  redrce the leakage current (3. A single-clock flip-fop for alf-

ip G Operation 15 5 (Tm ats o

o o Ty e i I the elock metmente  SWing elocking does notneed high power-supply voltage buthas
a long latency [2]
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Low Vi Devices Hi Vit Devices

Fig. 3. Schematic.of LSDFE

+ Silencing: avoid activity in unused logic

— Unused logic is not always immediately preceded by registers
— Avoid changes to the input of unused parts of the logic

TN pEgigigipN
[ HTOICHOTINTOC
Latch-based:

«  Silencing immediately SO0
effective (no penalty cycle)

*  More power while
transparent

AND/OR-based:

+ Silencing requires one
penalty cycle __D
+ Less power while transparent PO S I —

Yolsge )

HI” (0L sansition 0f Q g edpe
oo of Q o Elling eds of e slock.

TABLE 11
ConpRsons o FLp-fLoss

No of [ No.of |CkQ | min DQ [ Power [ PD
i e o) | pm | (W) | (@)
T ]
|

1
el
3

Leakage Power

¢+ Transistors leak currents even when in off-state

* Sources for leakage

— Sub-threshold leakage °
* Dominant component in most circuits G_| 8
S
— Gate tunneling
* Generally low, even in modern technologies due to
high-k gate dielectrics D
» Decreases very rapidly with decreasing V,; G B
S

— Junction current
* Generally low
* Decreases very rapidly with decreasing V,;; B L)
G

Leakage Power

Vas—Ven
* Long channel deices (>130nm): Ins = e tt

- Ips mostly independent from Drain-Source Voltage

- Leakage current depends strongly on Vs — Vi, V=01V /¥ =04V

* Decreasing threshold voltage increases leakage

* Impact of technology scaling on sub-threshold

ot

leakage (<130nm) Cors

05 08 0F o8 65 10
‘as.V

T
=

— Drain-induced Barrier Lowering (DIBL): V5 modulates threshold voltage
= Ips becomes a function of Vpg
VGs—Vent+apsVps
o Ips = Ipe wen

—Ven+ipsVpp «—— Voltage scaling
=t lgak = lpe VR reduces leakage

Leakage Power over Temperature

Drain current depends exponentially on thermal voltage v; = kT/q
Ves—Ven
Ipg = lpe Vit

¢ Exponential I )5 increase with temperature

10,000
O, L e, 07
— » o, 15 e, 0.7
w“ BLeaboe
1.000 0.13 um . W Active
Tepn (nA/pum) i i ﬁ 10y B0
109 03 Bl
»
w
40, ]
w
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Tomperaturs (°C)

Example: 0.7V, 100nm
process, 15mm2 die

Temperature (°C)

Vivek De, Intel




Leakage in Transistor Stacks

« Stacking occurs

- Inmany logic gates (> 1 input)

— When introduced intentionally for leakage reduction 2NMos 9 X
3NMOS
V=Vt ApsVag=Vay) (R
heakmr = loe Bt LEpee
3PMOS
P
—VentAnsVm . APHOD
heaxmz = loe 7" s p 2
o 25 {90 nm NMOS |
[Small speed 2
penalty: ~25% = /
0 i

N

05 - . -

L] ~ -
0 0102 03 04 0506 07 08 09 1

Vi (V)
Multi-VT Design
* Design tradeoff when choosing a VT flavor:
—  Less leakage (high-VT) increases delay and vice versa
— Threshold voltage types can often be mixed
<
—imi
* Multi-VT design v QYI“HMJ

Caveat: can be very problematic
~ Use low-VT cells only on critical paths for near-VT or sub-VT de_ﬁg_
~ High-VT cells are used in all other paths path delays scale very differently

* Methodology:

— Either done by replacing non-critical cells in the backend OR already during
synthesis by providing multiple libraries (HVT/SVT and LVT)

Threshold Voltage Selection (((m))

* Modern process technologies support devices with different threshold voltages
~ Typically three flavors: low-VT, standard-VT, high-vT
— Often all three flavors can be mixed in the same design

¢ VT-selection: tradeoff between speed and leakage

t = tox L Voo ~VentdpsVps
d = wilw v -
PET uegx W (Vpp — V)™ liea = loe e

¢ Example: 55nm process

HVT SVT LvVT
Delay 20ps 16ps 14ps
Leakage 30nW 60nW 200nW
Body Bias Modulates Threshold Voltage (((ﬁ))}
—
* Body of the transistor is often connected to the source (no body bias)
RN
. ducing a body bias modul; threshold voltage E r“%‘ E' i
— Forward Body Bias (FBB): increases threshold voltage = Neves> 0
— Reverse Body Bias (RBB): reduces threshold voltage J% Vas >0 ]
o SR i
@ qE-,
L
* Ven = Veno — AgsVas (71 v\oG'r) " Vas < 0
+ BULK CMOS: Veno <0 Vipo >0
— Effect of body bias decreases for 018
technologies below 100nm [130m]
3] 210my
- FBB is limited to ~300mV to avoid
operating junction diodes in forward s oo 1 osmv
direction & . % .
< O H e50m = ssmv
005 )
“log o s
Veg V)

Power Gating

» Avoid leakage almost completely when individual design units are not used:
— Disconnect entire modules from the supply with headers and/or footers)

= Objectives with conflicting requirements
- Sleep mode: large off-resistance to avoid leakage (stacking)
* PMOS preferred over NMOS and HVT over LVT, header+footer
— Active mode: minimize on-resistance to reduce negative impact on timing
= Sleep transistors require large area
* NMOS preferred over PMOS, LVT over HVT, footer-only

Power Mode Transition (((ﬁ)))

* Rapid re-activation of a power gated block can cause large spikes on the
supply network of the entire circuit oo

T
* Popular solutions: :E l"‘*— (L‘iL;IF 1_&;)

Alow Alsw oo s dlsa

Wanal

Suhwan Kim, Stephen V. Kosonocky, and Daniel R. Knebel. 2003,
Undorstanding and minimizing ground bounee during mode transition of
power gating structures. In Proceedings of the 2003 international
sympasium on Low power elecironics and design (SLPED ‘03), ACM,
New Yark, NY, USA, 22-25, DOI=10.1145/871506 871515
hitp://doi.acm.orgi0,11457871508.871515




